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MIL-STD-721C, Subj: Definitions of Terms for Reliability and Maintainability,
provides two definitions for reliability:

1. The duration of probability of failure-free performance under stated
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The probability that an item can perform its intended function for a specified
interval under stated conditions. (For non-redundant items, this is
equivalent to definition 1. For redundant items this is equivalent to

definition of mission reliability).
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Program Manager must be capable of assessing system reliability both quantitatively and

qughmhunlu Omantitative accessment of relmhlhtv requires lmowlcdge vstem and
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equipment fallure frequency, expressed as Mean Time Between Failure (MTBF)
Quahtanve assessment of system reliability requires the Program Manager to understand the
system's probable failure modes, effect of failures on the mission, and the design
engineering effort required to eliminate unacceptable failure modes. Ag is established
through a combination of the rchabmty and mamtamabmty dc31gn cnaractcnsucs of
suDsystems, cqulpmcnts and the support sysicm design. It is essential that the program
Manager is capable of accurately assessing system reliability during the design phase when
the reliability elements of Ag are established. Ag of a system can never exceed the inherent
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design reliability of the equipment no matter how good the production, quality or
maintenance program may be. The design d1scmhnes and analyses that are discussed in
this section are intended to identify and focus attention on equipment design weaknesses so
that they may be corrected, protected against, or accepted after consideration in Ao trade-off
analyses. They also provide a means of assurmg that a design will meet specmcd ':""F

(rellablllty) requlremcnts pnor to test or proaucnon commitments. This approach 10Wn
as "Reliability by Design".

-.,

Reliabilitv by Design The Reliability by Design approach differs in several key areas from
traditional reliability programs. The cmphas1s is on making reliability an integral part of the
design process rather than something done by a group of reliability experts separate from
the designers. The objective is to get designers to consider those factors which affect
component hf with the same empbhasis as those factors which affect system performance.
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ACCOmplISning th vjective entaus tne transiation oOi upcxaucmu reliavlity requirements
intn mnqr“nnf 1de an requ 1remente The Reliahilitv h\l Desion annrmrh differs in another
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major way from the traditional reliability approach. Since the empha51s is on the design
itself, there is a resulting de-cmphasxs on program plans and formal rehablhty
demonstration testing. There is a greater payoff in spending more time and resources on
performing the design process than on testing the design to determine if it comphes thh
requirements. There is a very sound basis for this reasoning. First, there are analyticai
techniques which allow assessment of reliability before hardware buildup, when changes
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can be easily instituted. Second, as reliability requirements increase in magnitude, the

practicality of demonstrating them through testing diminishes because of extremely long
and costly test times reaulrcd to do so. For mstancc. it would take over 11,000 hours of
test time to demonstrate a 5,000 hour MTBF with 90% confidence under optimum

conditions (zero failures). The impact on program schedules, coupled with the expense of

IV-D-1 Enclosure (1)



OPNAVINST 3000. 12
2 9 DEC 1987

at sysxem aevelopmem when hardware is available for test, may make
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MIL-STD-785B, establishes the various tasks which are required in a basic
reliability engineering program. Figure D-1 presents a matrix of the various tasks in MIL-
STD-785B.

The level of confidence that a Program Manager has in his/her ability to assess
design reliability, and also in the data derived in the assessment, depends directly on his

level of understanding of the reliability by design process. Therefore, this section will
briefly describe some basic tools of the process; ; concentrating on establishing reliability
requu‘emcnts (allocation); assessing the inherent design reliability (prediction); and the
identification and correction of dcsxgn weaknesses (Failure Mode, Effects and Criticality
Analysis (FMECA)). The first step in performing all of these analyses is development of a
dc51gn rehabxhty model. Because dcsxgn rehabxhty assessment is properly performed carly
in the system design process, the r’rogram Manager does not yet navc a system available to
remanta n smanlliel o oo P,

perform the analysis. Therefore, he must create a realistic model of the system which may

be exercised for reliability allocation, prediction and design analysis.

RELIABILITY MODELING

Objectives of a Model Reliability modeling is an integral part of almost all reliability
program plans. As pointed out in MIL-STD-785B, a reliability model of the system or
equipment is required for making numerical apportionments and estimates of reliability. A
system model is mandatory for evaluating complex series-parallel equipment arrangements
which usually exist in military systems. In accordance with requirements of MIL-STD-

ents
756B, it is common practice to define a Basic Reliability Model and a Mission Reliability
Model.

The Basic Reliability Model is a series model used for estimating the demand for
maintenance and logistic support caused by the system and its component parts. In the
Ba.s;c Reliability Model, all elements of the system, even those provided for by
redundancy, or alternate modes of operation, are modeled in series. In other words, the

Basic Rehablhty Model consists of a rehablhty block diagram, w1th all the blocks in series,
and an associated mathematical expression which relates failure rate, duty cycle, and
mission duration data to failures in the series of elements.

Tha tha ~Athar hond ~ancic
The Mission R\,h&bihty 1v10dc}, On tne otner nana, consi

ts
diagram and associated mathematical description that depicts the int
system to achieve mission success. Elements of the system, provided for by dundancy

re
or alternate modes of operatlon are shown in the rehablhtv block diagram in a paralle
configuration appropriate to the mission phase or mission apphcauon

Reliability modclmg efforts are usefu at all stages in system dcvclopmcnt. In carly

development stages, they are needed to translate operational requirements for the system
into a set of mcanmgfu! reliability rcquxm"acnts for each component through the allocation
process. In later stages of development, as the design progresses, the modeli ing efforts a
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useful in assessing the degree to which the system reliability requirements are bcmg met.
Modeling efforts are also useful in the evaluation of alternative design approaches to
achieve system functions. The model may be useful in evaluating the effects of proposed
changes to the system, even after production and deployment.
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APPENDIX A
1S SEPTEMBER 1980

PROGRAM PuASE
iv‘!i‘i!.su TITLE TASK [~ an. 1
101 Reliabiilty program plan MGT | 8 ] (<] (<]
102 Monloricontrol of sub- MGT | S 3 G a
contractors and supplers
103 Frogram mviews MGT | 8 $(2) | G{3) | G(@)
104 Fallure reporing, analysis, | ENG | NA ] a (<]
ahd GofTeciive action
systom (FRACAS)
i08 Falure eview board (FRS) | MGT | NA a ] (<]
201 Reliability modefing ENG | S $(2) | &2) GC(2)
202 Reliability aflocations ACC 1 8 G a ac
203 Reiatility praccions ACC | § 8{2) | G{2) | GC{D)
204 de modes, effects, ENG | S $(1) | a(1) GC(1)
(FMECA) @ | @ @)
203 Sneak cirouii anaiysis ENG | NA NA 1 GG(1)
(SCA) Q1) | oAT)
208 Eiecuonic parts/circuits ENG | NA NA [ G GC
lerance anaivsis
207 | Parts program ENG | S $(2) | &2 | KD
19\
208 Rellability critical teme MGT | S(1) | S(1)] G G
200 1 Effects of functional weet- Eng fMa sl a ec
ing, storage, handling,
packaging, ransporaiion,
and maintanance
301 Environmental stress ENG | NA [ ] G G
screening (ESS)
302 Rellabiity deveiopment/ ENG | NA 8$(2) | G(2) NA
303 RellabiRtty qualification ACC | NA $(2) | &2) G(2)
teet (RQT) program
304 Production rellability ACC | NA NA |8 G(2)
accentance fest (PRAT) )
program

(1) Requires considerable interpre- H
H| “Acc - Maintanatiny accountng o T e o e mantaton
*

E’ a’a‘::w.m o vvmSw e -"-1'--_;... A..._;'_.wk
] eA¢ M_PHASE requirements must be inciuded to define
- PTG S W tha rasmimmanta
6° SSNAUVHY PP e eosmmmean.
Generally appicable
n gg amm»mwm
r\ [ T lv\u Wl ........

Figure D-1: Rellabllity Task Applicstion Matrix
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reliability model reorients the diagrams into a scnes/narallcl network of blocks (a reliability
block dlagram) showing the rehabxhty relationships among the various components of the
system. These diagrams together with the appropriate duty cycle, mission duration, and
component failure rate data are used to develop mathematical expressions that provide
estimates of mission reliability.

Application of the Reliability Mode] Figure D-2 illustrates the process by which a reliability
modeling effort may be used to generate a set of reliability requirements for components to
achieve the opcranonal rehablhty requirement for the system. The basic rchablhty model is
developed by the application of expected component failure rates to the reliability block
diagram. Examples of reliability block diagrams are presented in Figures D- 3 and D-4. An
estimate of system rchablhty is derived by mathcmancal computation of the rchablhty
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model, either mrougn a manual Process 1or sim p 1€ Systems, Or COmpuier Simuiation.

In the early phases of system development, the specific mlulpmgms may not yet be
selected or demgned Specific failure rates cannot be established at this time. However,
reliability assessment can be accomplished by assuming the failure rates of equipments in

existing systems with similar functions.

Basic Mathematics of a Reliability Model The reliability of an item is generally expressed
as the probability that the item will satisfactorily perform its intended function for a given
neriod of time under snecified conditions of use, Therefore, a model of svstem rehahlllty
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characteristics must reflect the system design and operating characteristics. The detailed
mathematical model which is constructed to serve as the basis of allocation, prediction, and
engineering must relate reliability to design configuration, modes of operation, duty cycles,
and use conditions.
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and series-parallel functional relationships are utilized as building blocks to build a modcl to
the equipment or system level. Figure D-5 illustrates the process. The level of detail in a

rehab1htv model dcpends on the stagc of system development and the level of detail
available on the system and equipment design.

Two important mathematical parameters in a reliability model are: units of measure
E3 1. I . £, 3

Py IR LR R and the indenenden AF €2t aciamte TTnleo A mmanciirma for raliahiliee.
of reliability, and the independence of failure events. Units of measure for reliability
denend on system/equinment '\}'..‘.1}72;'..‘.0!‘. The mmnmpn( "welved in a system usua ly can

connnuous, 1nterrmttent, and 1mpulse operanons Thc rehabxhty of continuous-use
equipment, such as computers and radar or electronic equipment, is defined in terms of the
reliability parameter of failures per unit time or MTBF. The reliability of intermittent-use
equlpmcnt such as magazmes or load and launch equlpmcnt is detmcd in terms of mc

reliability parameter of failures per cycle. Impulse operations, or go/no-go events, where
time of operation is very short, as in fuse or squib operations, are defined by the number of

successes perr number of attempts,

The mathematics applied in the relatively simple models presented in this Appendix
are based on assumptions of statistical independence between the elements of the system
described in reliability block diagrams. Failure of one component of the system is assumed
to be mdcpcndcnt of failures ox otncr components. Itis not necessary in modeling or
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aliocation mathematics for MacpenaciiCe w Calsy, but the mathematics become increasin g1y

difficult if independence of failure events is not assumed. Although the simplification of

assuming independence of failure events may not apply to all equipments, most reliability
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29pec 97 EXAMPLES OF A SERIES
BLOCK DIAGRAM

INPUT O—{ A B C D

R is the reliability of the input/output system

Rseries = Fa Pg Fe Fp P

(If all elements are identical)
R=p" n=number of elements
1. Problem
a PAs ?B= PC: PD= PE =“o,%
b. What is the system reliability?
c. Answer: R=p" = (0.98) 5 = 0.9039

A is the failure rate of the input/output system

}"series" XA + )"B + }‘C*' 7\,0 + 7\.5
(If all elements are identical)

Asories= N X A ; n=number of elements

2. Problem
aAa=Ag =Ac =Ap =Ag =002
b. What is the system failure rate?
c. Answer: A grigs = N XA =5x0.02=0.1

Figure D-3
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BLOCK DIAGRAM
r— A‘. —
INPUT o—+ é——o OUTPUT
Rp:arallel--P1+P2-F’1 P2
1. Problem
a. P1 - P2 =0.90
h AT ad ia tha auvatam raliahilith.d
V. wvviial 9 Uil §,°l°lll lvllwllt, H
c. Answer: R=P, +P. P1 P, =0.90+0.90-0.81=0.99
NOTE:
(1) N paralisi siements
(2) All identical
(3) R=1-Gg" whers g= unrsliabilityor1-R
R=1-(1-R)"
(4) Above Example:
R=1-(1-0.9)2=0.99
1.0
N=S
n=4
ms-ﬂ=3
C o8l
g n=2
"-§¥ 0.7
: = |
oe b o bl elen';em-
- |
han W '
05¢ Ra=1-(1-p)
fim1
04 05 08 07 08 () 10
tiement Reiiabiiity P
T manma TY A
FIGUIT w-%
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math models are built on this assumption. Independence of failures is generally true for
electronic components, but may not be true for mechanical failures. For example, the

failure of a lube oil pump may cause a bearing to overheat and become a secondary failure.

RELIABILITY ALLOCATION

Obiective of the Allocation After the reliability model is established and functional
relationships are defined, the Program Manager is able to determine the reliability values
required of each subsystem in order to achieve the level of system reliability demanded by
the A objectives. This process is reliability allocation.

Keuaomty allocation represents the assignment of rcuauuuy thresholds io
subsystems in such a manner that the system reliability requirements will be satisfied.

Allocation emplovs the reliability model by proceeding from system reliabilitv requirements
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to compatible subsystem thresholds. Allocated reliability requirements are useful in

dxrectmz rehabxhtv effort along profitable channels, and for compatxblhty among the
various dcvclopment efforts. A few important uses of reliability allocation are listed below:

. During the conceptual phase, allocation of proposed reliability requirements
aids in the determination of technical feasibility
ms are develoned hv different contractors, allocation
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ontractual reliability requirements

1l aLiidl iviaabiaial) ivyhiuvll

. Allocation provides the prime contractor, as well as government monitors,
with a means of evaluating subcontractor reliability achievements

. Al‘ocatea reliability requxremems may be used as developmental goals for
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stems. KReiiaoility growtn progress can o€ monitorea 1or
lem areag rpa“ma‘p ecources d efforts. or
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ility tr offs.

When the allocation is combined in consonance with the reliability model, the
allocated thresholds must yield a system reliability which is not less than the requirements
specmed in the system specmcauon The ncsulung xeuabmty goals provide the basis for

esraonsmng compansons of rcquuemcms with pI'C(llCUOﬂS DUCH compansons servée as a
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design must be modified and the rehabxhty of the subsystems reallocated. This procedure
is repeated until an allocation is achieved that satisfies the system level requirements,
accommodates all constraints, and results in subsystems that can be designed within the
current or achievable technology.

If it is found that even with reallocation some of the individual subsystem
requirements cannot be met with current technology, the designer may use one or any
number of the following approaches (assurm ng that they are not mutually exclusive) in

order to achieve the desired reliability:

. find a more reliable design or use more reliable component parts

IV-D-9 Enclosure (1)

12

VUV &



OPNAYVINST 3000. 12

2 9 DEC 1987

. simplify the design by using fewer component parts if this is possible
without degrading performance

. apply component derating techniques to reduce the estimated failure rates

. use graceful degradation or redundancy for those cases in which (1), (2),
and (3) cannot produce the desired reliability; and

. reassess the Baseline Operational Scenario and Tentative Operational
Requirement (TOR).

Practical Considerations in Reliability Allocation The ideal apportionment would allocate

reliability design requirements to rements to achieve the most economical use of resources, including
time and cost. Allocation of reliability is a trade-off between the reliabilities of the system's
individual components to achxcve a specxﬁed total system reliability. By imposing high
requirements on those units in which reliability is easier to attam and 1owcr reqmmments in

all A
those more difficult and more costly areas, the overall cost of system development may be

controlled. A fcw important factors for consideration are:

. The complexity of the system will have an effect on the achievable
reliability. The more complex the system, the greater the number of
subassemblies and modules, and the more difficult and costly it is to achieve
a hlgh rehablhty Imposmg an unrealistically high rchablhty on a more

¢ cost disproportionately when compared with
K A

\,uxu}uw\ System if increases
the effect of increasing the ."Cll
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. The amount of development and research required to produce the system
will greatly influence the time and cost of development. Imposmon of a
hlgh rehablhty reqmremcnt on a system under development will increase the
development time, the length of tests required to demonstrate the reliability,
and the overall cost.

. The intended operational environment will determine the achievable
reliability. A systcm to be used in a rugged environment will cost more to
develop than a similar one to be used under less severe conditions with an

equal reliability.

and time the equipment is rcquuea to pcrxorm
influences the achiev ablu reliability. It requires more ucvcu')pii‘iéﬁi effort. It

osts more to produce a system capable of operating for a long time without
failure than to develop one for a shorter period of use.

°
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. A component's high reliability is based on the importance of its operation.
A component whose failure would not Jcopardwc the accomplishment of the

_a L

Imssxon, need not be nlgmy reliable. To the extem that Iallures can be
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Bﬂmhﬂ_{y_ﬂmﬂgb_m There are a number of approaches to allocating reliability
requirements. Two of these are designated as the Equal, or Fair share, allocation method
and the other is allocation by complexity, or the Weighted Allocation method.

Equai Alj j In the absence of definitive information of the system, other than
the fact that n subsystcms are to be used in series, equal allocation to each subsystem is

Enclosure (1) IV-D-10
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reasonable. In this case, the nth root of the system reliability requirement would be
allocated to each of the n subsystems.

The equal allocation technique assumes a series of n subsystems, each of which is
assigned the same reliability threshold. A prime weakness of the method is that the
subsystem thresholds are not assigned in accordance with the degree of difficulty
associated with achievement of these requirements. For this technique the model is:

or
Ri=Rg)V/n fori=12,.n

Where: Rg is the required system reliability
Rj is the reliability requirement apportioned to subsystem i

Exampie: Consider a proposed communication system which consists of three subsystems
(transmitter, receiver, and coder), each of which must function if the system is to operate.
Each subsystem is developed independently. Assuming each is equally expensive to

develnn what rehahlhtv renmrement should be asslgn;uj to each suhsvstcm in order to meet
a svstem requirement of 0.729?

The apportioned subsystem requirements are found as:

PPN Y. P NN ~ o~

RT =RR =RC = R$)M = (0.729)1/3 = 0.90

T
151U

7
(3
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G

Allocation by Complexity This method assumes series subsystems with constant failure
rates in a senes, such that any subsystem failure causes system failure. Also, subsystem
mission time is equal to system mission time. This allocation technique requires expression
of reliability requirements in terms of failure rate.

Tha fAallawtn s of
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2. Determine the subsystem failure rates ( Aj) from past observation or
estimation.
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3. Assign a weighting factor (wj) to each subsystem according to the failure

e A ___ 12 | S

raies determined in (2) above.

4. Allocate subsystem failure rate requirements.

Ai = wik

Example: To illustrate this method, consider a system composed of three subsystems with
predicted failure rates of 1 = 0.003, 2 = 0.001, and 3 = 0.004 failures per hour,

respectively. The system has a mission time of 20 hours and 0.90 reliability is required.

Assume that system reliability can be defined by the exponentiai equation: R=e

LinAd tha
£

o
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The apportioned failure rates and reliability goals are found as follows:

1. R (20) =exp [- A (20)] = 0.90

Then: A = 0.005 failures per hour
2 A1=0.003, 22 =0.001 23 =0004
3 Wi=___ 0003 = 0.375
0.003 + 0.001 + 0.004
Wa= 0.001 =0.125
0.003 + 0.001 + 0.004
W3 = 0.004 =0.5
0.003 + 0.001 + 0.004
4. Ap=0.375(0.005) = 0.001875

un
5
Q
al
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J
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R3 (20) = exp {-(0.0025)20] = 0.95
QOther Allocation Technigucs There are a number of more compiex iechniques which are
available for the allocation of reliability requirements to the components of a system.
Among these are:

. The Agree technique which considers both the complexity and relative
importance of each subsystem.

. The Minimization of Effort iechnique hl ch
ahi

affee ndad ¢ tha cuotam ity
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. The Dynamic Programming technique which provides an approach to the
rehabxhty allocation with minimum effort expenditure when the subsystem
is subject to different effort functions.

RELIAB REDI N
Obiective of Prediction The operational availability achieved by a Naval system depends

upon the type. upon the type of reliabi reliability program implemented in the equipment design. The carly
design phase is the optimum time, from an economic standpoint for evaluating a design,
incorporating design modifications, and establishing long-tcrm renabmty characteristics.
During the design phase, reliability predictions are pcnolmcu on ihe sysiem io identify

thna nAnante whisnh mavr causa systam fnqlnm n ratiAanal nnite Earmal mlna‘-\ﬂ'hr
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prediction is also necessary in the early design phase of a system to determine if it wxll be
capable of achieving operational availability requirements.

Reliability prediction is the process of quantitatively assessing whether a proposed,
or actual, equipment/system design will meet a specified reliability requirement. The
primary ob_)ccnvc of reliability prediction is to provide guidance for engineering and

mnacamant danici~ne hnoad An tha ancancmant A inhavant malinhilit Af o ateran Ada

management GECisions, 0asea on UiC assessment o1 increit reiiacuity Or a given uchsu
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with this value and the information's use. Predictions alone do not contribute to systcm
reliability without additional actions. Predictions constitute decision criteria for selecting
courses of action which affect reliability.

apccmc OD_]OCUVCS OI rcuaoulty asscssmcnt aunng uevcwpmcm are o \l ) pl‘OVlﬂc
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identify design weaknesses in sufficient detail so corrective action can be instituted; and (3)
provide a reasonable assessment of design reliability prior to production.

The reliability assessment program starts early and continues throughout the life of
the equipment. It is important to identify as soon as possible the failure modes of the
equipment, progress in meeting certain criteria, and equxpment design weakncsscs The

aamman thana dani~cw. wn mbamtnting ama 2 AAwaifTad thn anciam am POPrS PULEN . + 2a
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During design and development, predictions serve as quantitative guides against
which design alternatives can be judged on reliability. The purposes of reliability
prediction include: feasibility evaluation, comparison of alternative configurations,
identification of potential problems during design review, logistic support planning and

av
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cost studies, determination of data deficiencies, trade-off decisions, allocation of
requirements, and detinition of the baseline tor reliability growth and demonstration
iesting.

Reliability Prediction Procedures In general, there is a hierarchy of reliability prediction
techniques available to the designer depending upon two factors: (1) the depth of
knowlcdge of the design; and (2) the avmlablhty of historical data on eqmpmcnt and
component part reliabilities. As the system design proceeds from the conceptual phase
through development to the production phase, data describing the system design evolves
from a qualitative description of systems functions to detailed specifications and drawings

______ L. o L o e PSS PRUSUIgEg, Iy P SISO, PPN 14 L PVRSUSURE LIPS ISP G STy
bulldUlC 10T nargwarec pIWULLIUIl 1'\ lucmruly Ul ITLIdLLIlY praaicuon ieCiiyuces arc
rln\'nlr\nnrl ta ancammandata tha r‘ anmnt ralinhilitvy chidu and analucic nhiartivae and thae

A\ W AVVUVLILULIVALWY WUIWw UlllviviIL fviiQuia aluu, QI LI Y OLO VUV VWL Y VO, @l UiV
ava_llabdny of detailed data as the system design progresses.

Basically, the reliability prediction process involves the application of individual
component failure rates to the reliability model which was developed and is updated as the
design progresses. In general reliability predlcnon reqmres (1) dcvclopmcnt of an

accuraie modei of sysrem pcnomlancc and rcuaomty, and \L ) derivation of aocquatc daia io

forecast failure frequency for each system component. As described in a preceding section,
the cvctem reliabilitv model must renlicate the functional nerformance of the cvstem. haced

IV O F Stviil AVAIQULLIL) 1AV LAIWOL A VELLIVRILY HIV AWLEVRVIEGLE priaviiiiilive Vi iV O Oviid,y

on a description of design engineering parameters. The model must also reahsncallv
describe all possible failure modes and their effects on the system. The failure data utilized
in the model must be derived from equipment which is similar to the system's mission
profile in design characteristics, environmental conditions, and operational use.

1. Similar Equipment Technigue The equipment under consideration is
compared with similar equipments of known reliability in estimating the

probable level or achievable reliability.
2. Similar Complexity Technique The reliability of a new design is estimated

ag a function of the relative comnlexity nf the cuhiact item with recnact tn a

AIIVIAVIL Vi HIV A VAIKRM VW WVVILIPIWAIL) Vi WiV UHUJWWE ALWill T AW VUV WS S

"typical” item of similar type.

3. Prediction by Functional Technique Previously demonstrated correlations

between equipment functions and reliability are considered in obtaining
reliability predictions for a new design.

Dart r‘nnno T hninna BEaninmont malinhility 10 act ad ac a fiinctinn Af tha
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number of parts in the equipment, in each of several part classes.

4

5. Stress Analysis Technique The equipment failure rate is determined as a
function of all individual part failure rates, considering part type, operational
stress level, and derating characteristics of each part.
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large amount of tedious computation and a number of "off-the-shelf" software programs
have been developed for pcrfonmng reliability predictions. However, prcdxctlon through a
computer program utilizes the basic reliability model structure previously described, written
in digital program form, and one of the five basic prediction techniques. The Program
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Manager should check his computer installation to determine which programs are available
or should be obtained before performing any laborious manual calculations.

MIL-STD-756B defines requirements for the application of the basic pmdlcuon
techniques. In addition, Section 5.1 of MIL-HDBK-217D presents detailed requirements
for the application of the Part Stress Analys1s Prediction techmque, and Sccnon 52
presents information on the application of the Parts Count Reliability Prediction method.

se specific methods, and the handbook itself, have been developed for analysis

.
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The most common techniques for prediction of reliability, such as those described
in Military Standards and Handbooks, have been developed for analysis of electronic
equipment. Therefore, current contractual documcntauon for Navy equipment usually

electronic design engineering practices. R liability prediction is an integral part of t
Aacian nernace and rasnimae ranrdinatad affart 1 1

D111 y UL allu lcquucb vuuvilullialtva DALUAL RlWWll
gineering activities. In order to be effective, reliability prediction techni {1
reliability engineering procedures and data to the mission profile and desxzn engmeermg
parameters. Utilization of electronics-oriented procedures for reliability pmdlctlon of
mechanical systems usually limits the accuracy and usefulness of the quantitative results.
The difficulty of reliability prediction for mechanical equipment is the result of several
factors inherent to non-elcctromc technology which mcreases the compiexity of model

development and limits opportunities for data collection.
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The level of confidence a Proocram Manager has in a predicted reliabilitv value
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depends on his level of understanding of the procedures employed in the nrcdxcuon
proccss In comparison to the analy51s of electronic systems, confidence in reliability
predictions for mechanical systems is generally low because a singular, widely accepted
approach for mechanical reliability prediction does not exist. The dlfﬁculty of cstabhshmg
standard procedurcs tor mechamcal rehabmty prediction is due, in part, to the complexity
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of OCVClOplﬂg realistic 1 els for mechanicai S)’SIC!'HS and the lack of accurate Specinc

failiivea Antn An ;mvnct smanhaninnl amninmans

141IUIC aatg On most meCnaniCai culpilein.

DESIGN ANALYSIS: FAILURE MODE, EFFECTS AND CRITICALITY ANALYSI
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consxdenng potcnnal fal lures and the resultmg ‘effect on the system. The FMECA is
presented as an example of a reliability design analysis technique because it incorporates the
procedures described for modeling and predictions. It may also be utilized for analysis of
systems maintenance and logistic support.

The procedures of a FMECA are to identify potential design weaknesses through
systematic, documented consideration of: all likely ways in which a component or

equipment can fail; causes for each mode; and the effects of each failure on the system,
hich may be different for each mission phase. The primary objective of this dcmgn
discipline is to iteratively examine all potential failure modes, their causes, and their effects

so that the designer will have information on areas where the design may be strengthened.

IV-D-15
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FMECA should be zn.r.fia.ed at the system level as soon as preliminary design information is
available. Early identi on of all catastrophic and critical failure possibilities allows them

valCal Vb T BRINEL LGSINSN VSSRGS KAV

to be eliminated or xmmrmzed through design correction at the earliest possible time. The
FMECA then becomes an iterative process as the design continues through lower levels of
development. A properly performed FMECA is invaluable to program decisions regarding
the feasibility and aacquacy of a design approach. The extent of effort and sophxstxcatxon
of the approach used in a FMECA will be dependent upon the nature and requirements of

oy ¢ tnilae olan
the program and the system technology. Therefore, it is necessary to tailor the

requirements for FME A to each individual program.

Application of the FMECA The FMECA is a well-documented analysis tool which is
utilized for reliability analyses in both defense and commercial industries. Commercial
aircraft manufacturers use the FMECA process to certify for the FAA that a new aircraft
design is suitable for flight. Under DoD contracts the FMECA is pcrformed in accordance

I t2] 20 atandned 1ioaan | T, O L
with MIL-STD-1629A. This standard uses the "tabular" approach to the FMECA process.

The tabular FMECA is the grandfather of all other failure effects analysis
techniques. The tabular FMECA employs a simple approach. A table, or worksheet is
used to itemize every probable failure mode and its resulting effect. This analysis is
gcnerally referred to as a Failure Mode and Effects Analysis (FMEA). The specific
information contained on the worksheet can be tailored to the individual system but usually
includes: item identification, failure mode, probable failure causes, failure effect, method
of fault detection, and remarks concerning corrective actions or design changes. Figure D-
6 presents the MIL-STD-1629A worksheet for FMEA. The level of detail contained in the
analysxs is determined by the availability of information and the intended application of the
results. The analysis can also include an evaluation of the relative importance of failure
modes based upon the severity of their effect on the system and their probability of
occurrence. Thrs procedure is called Crmcahty Analysrs (CA), and is also performed ina
ldDU.ldI proceuurc lﬂ IVUL-D IU- IOILI\ rlgures U' I ano IJ-6 pnescnt (DC LA WOI'KSDOC(

AN % g |
and matrix from the standard. The combined analysis (FMEA and CA) is then referred to

as a FMECA. FMECA is a versatile technique which can be used to analyze any system, at
any stage in its design.

Basically, the analysis consists of identifying and tabulating the modes by which a
system, component or part may fail along with the effect of a failure in this mode. It is
performed primarily to isolate and identify weaknesses in the design. FMECA may be
applied at any level from complete systems to individual pax . Its purpose is to describe o
ldPnnfv each nossible wav (thp failure mndp\ an item can fail ge perform its function. For
trackmz radar, the function of tracking may not be performed due to failure of any of
several items, such as the i input power, transmitter, receiver, or trackmg servo loop. Each
single item failure is considered as the only failure in the system while its impacts are
analyzed.
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Where a single item far ure is “0[‘ etectable, the analysis is exiended io deiermine
the effects of a second fail ich, in combination with the first undetectable failure,
a

could result in gatzmtmnhlc or crmcal fa1|ure condition, Passive and multiple failures which

may result in catastrophxc o critical conditions are also being identified.

It is important that the Program Manager understands the criticality of scheduling
the FMECA Asin most reliability analyses, the FMECA must be performed as carly as
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possible in the yblcmb ucvclopmcm in order to be able 0 1mpacr aesrgn reuaomty The

majority of hrespondedtoas survey by the National Security
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Inductrial Acencia ﬁnn and nd Space Administration indicated that
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they apply a thorough and competent FME designs, and believe that the analysxs
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EMECA Procedures MIL-STD-1629A requires the following basic procedures in
performing the FMECA:

i. Define the sysiem LQ be analyzed A con
identification of internal and interface adﬂCﬁuuo, CXpCCth erern‘.m".cc a
indenture levels, system constraints and failure definitions. Functional
narratives of the system should include descriptions of each mission in
terms of functions that identify tasks to be performed for each mission,
mission phase, and operational mode. Narratives should describe the
environmental profiles, expected mission times and equipment utilization,
and the functions and outputs of each item.
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di
which illustrate the operation, interrelationships and mterdcoendencxes of
functional entities for each item conﬁguranon involved in the system's use.
All system interfaces are indicated.

iasrams Construct functional reliahilitv block dmg_mme

W

!dgnnty bglgg modes ldenuty all potenual item and interface modes and

define their effects on the immediate function or item, on the system, and on
the mission to be performed.

4, Classify failure modes Evaluate each failure mode in terms of the worst
potential consequences. Assign a severity classification category.

5. Fault detection and compensation Identify failure detection methods and

compensating provisions for each failure mode.

A, Correct decion Identifv corrective I‘IFQIU!\_ or other actions -.ql.!i_“.‘d to
eliminate the failure or control the risk.
7. Re-evaluate corrective actions Identify effects of corrective actions or other

system attributes, such as requirements for logistics support.

8. Qggy_q_m_rgsy_tg Document the analysis and summarize the problems

corrected I-“r desion, Identifv the spnecial contrmle
6 J AN uyw WANI/RAA WAV

D t:..
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8 ff
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a
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¥el
.

These general procedures may be tailored to the individual system under analysis
and the specific objectives of the analysis.

5
3

oo £2 .. 200 - o o=
IVULA~O 1L~ D ﬂ PICIIW 11VC ULLITITII WA W

Task 101: Failure Mode and Effects Analysis (FMEA)
Task 102: Criticality Analysis (CA)
Task 103: Maintainability Information

Tack 104: Damace Mode and Effects Analvsi

0
Vove DY sTavey Qi

Enclosure (1) IV-D-20
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Basic Reliability D esign Approaches There are essentially three design approaches or

strategies that can be used to satisfy system level reliability requirements: (1) use of highly
reliable equipment; (2) graceful degradation; and (3) redundancy. These strategies are
limited by several factors including acquisition costs, scheduled manning levels, weight
and space, and logistics constraints.

are li in the order which would usually be most nrefcrablc to

10t
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the Program Manager. Selection of a hig ghly reliable equipment and parts for the system is

LAV LAV KRRl VARG s YIRS 111

usually the most beneficial design approach, but the Program Manager must consider the
hxgher initial cost offset. At the other extreme, use of redundant equipments in parallel is
usually the last choice of reliability improvement, due to increased cost and the
mamtenancc/loglsnc burdcns Each system nas unique requn‘ements which drive the

2 calantian AL crmanifia Aacion annmnanh

Program Managcr and the OCSIgﬂCI' towards selection of specific design approacnes.

High Reliability Configuration and Component Design The most straightforward design
approach that can be used to achieve system reliability requirements is the use of highly
reliable equipment or components. No single method can be described for this technique.
Basically, ‘this is the application of good design practices to meet an accurate equipment
mission profile, with a conservative "safety margm" in sclccuon of equipment stness ratings

I_--..s sz nead S Annans

agamst anticipated stress levels T The process to achieve this ucslgn objective and to assess

PPN ........ tha antiratu of the reliability engineen

QCSIgn status can umy be described throu gh the entirety Of tn€ réiaocuity engineenng

discipline. The advantages of this approach include lower support cost, reduced

maintenance, reduced spares and weight, and perhaps, reduced initial acqu1smo cost. Use
of high reliability equipments or components is a preferred design approach for
achievement of Ao requirements. The drawbacks to this approach are increased
development time if the requisite technology is not currently available; increased
development costs; and possible risks associated with pushing the state-of-the-art in
component manufacturing technology.

Quctam Grarafiill Naaradation The Imp] menta n f the latest Qfﬂ"‘-nf—thﬁ-aﬂ dﬁ‘lm
=YSICM UTAcCiil L egradalion :ac impiemeniation Of Tic 1atest stat

engineering, and manufacturing procedures and processes cannot guarantee rchabxhty in

today s advanced highly complcx weapon systems To assure the highest reliability and
operational readiness, a "building block" approach to system design can be utilized. The
basic "blocks" are interconnected so that a maltuncnon, either equlpment failure or battie-
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damagc. will not aegrade or inhibit the operation of the total system. This multiple function
design approach, redundancy, or "graceful degradation", enhances total system reliability

by allowing a minimum number of functions to be performed which permit mission
completion.

bl b et

Graceful degradation is utilized in a system design which employs a network of
similar items. Parallel paths within a network are capable of carrymg an added load when

elements fail. l his can resuit in a degradanon to tolerable OlllpUL In other words,

Y s £ 2 mmenllal cenele dana mat alicrnern nariaa Anmanlata anninmant faihire

element failure in a paraiici pati GOcs niot always Lause LULLIPIte THUIPLIRII 1did ure, ou,

ins tnnl.’ dos.ladcs ﬁ-“pm‘ent nerformance. The allowable deoree of dgg‘md tion d,g.r,\gnd_

on the number of alternate paths available. thre a mission can still be accomplished
using an equipment whose output is degraded, the definition of failure can be relaxed to
accommodate degradation. Naturally, finite values of degradation must be built into the
new definition of failure. This slow approach to failure is exemplified by an array of
elements configured into an antenna or an array of detectors configured into a receiver. In

;E
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either case, individual elements may fail, reducing resolution, but if a minimum number
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This technique requires application of such design considerations as load sharing,
functional modularization, reconfiguration, and selective redundancy. These design
considerations achieve basic system performance characteristics with a minimal increase in
complexity, providing a payoff in high system reliability.

Tha ha Af eha ADMIC Wanemnen sha ANT/CDV 1 Te awrmcaelifsan
111v llCﬂl L UL UIV NLLVULD " vapuii Oyblclll lb we Alvyor 1 ‘l.l"\ ldual 11 CACUIPDIUID

the graceful degradation concept inherent in the total system. The AN/SPY-lA transmitter
provides full transmitted power through 32 separate RF power channels. The loss of a

channel does not greatly dcgrade systcm pcrformancc The online maintenance capability
of the radar allows for repairs to be performed by normal maintenance procedures with no
system downtime. This feature allows the radar to achieve the required Ag even though a

malfunction has occurred.

(Nannab:l damvondntinm 20 alan n Eantrroan ~f thha canrlticala nAceccarstbns ~es. ~f ADMTCO
Jlallul U ywauu 11> aldVU a ivalulv VUl UuIv ll]ulup 1C VULl P el Dy CIll O1 ACUILD.
The three comnuters. each consistine of four bavs. have an automatic
inethr omputers, € an autematc
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reload/reconfiguration ability. If a malfunction or failure involves a computer program
error, automatic detection by the executive program initiates a computer decision to
automatically reload the program from disc. If there is a hardware failure, the executive
program isolates the failure to a bay and automatically reloads a reduced program into the
three remaining operationai bays. For ail computer faiiures, restoration of system
performance may be accomplished in under 15 seconds.

The successful apnhcang_n of this terh_mqgg renum;s extensive nla_n_n_mg durmg
preliminary design to ensure that interfacing system dcsums such as air condmonmz.
power, or compressed air on the larger system are designed to support the graceful
degradation. Switching networks can also become complex and expensive. They can
make a significant contribution to system unreliability uniess they are treated with the same
atiention as the primary sysiem.

The reliability of a system can be significantly enhanced through redundancy.
Redundancy involves designing one or more alternate functional paths into the system
through addition of parallel elements.

Redundancy has been extensively applied in airborne systems. For example, the
electronic multiplexing system for the B-1 bomber used a redundant design. In this system,

madiindnnt nncmrmiitane Annten] tha cmatn critnhinas huooas NAwmmalle: Ana Af tha tuen

reaundaant \.Unupuwxa COnro: uiC main SWiiCning ousses. ormauy, On o1 Wi iwo
computers i ic active and feeds the two main buccee wh ich control all cwitchine functiong
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while the other continuously performs the same function and compares its output with the
active computer. If the active computer malfunctions, the standby automatically takes over.

Another example of a redundant configuration is provided by the AWG-9 weapon

a s s

controi system used aboard the Grumman F-14 fighter.

In this system, two major sensors are used to achieve the same goal:

1. Pulse doppler search, track, acquisition, and guidance radar.
2. Gimbal-mounted infrared search/acquisition sensor.
Enclosure (1) IV-D-22
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The infrared system provides a backup to the radar if the latter is inoperable due to
malfunction or jamming. Additionally, it may operate in a dual mode to augment the radar
search.

This treatment of redundancy is not meant to be conclusive, but to point out
(‘nnt‘enm for rPdnndan important to equipment design applications, and to caution the

'..

General Concepts of Redundancy Mission reliability can be increased through redundancy

at the cost ot mcreasmg unscheduled mamtenance. The unschcdulcd maintenance increase
accompanymg redundancy may be offset by improving reuamuty mrougn usc ot
TTAnIEALI AT ANE rhainnas oncrh ag nheta cneaanine aentineg and dacimn

component improvement tcwuuquca, SuUCii a3 pars SCreciiing, acratiing, ana ucmgu

simplification.

Depending on the specific applications, a number of approaches are available to
improve reliability through redundant design. These design approaches can be classified
on the basis of how the redundant elements are introduced into the system to provide a
parallel function path. In general, there are two major classes of redundancy:

1. Active redundancy External components are not required to perform
detection, decision, and switching when an element or path in the structure
fails

2. Standby redundancy External elements are required to detect, makea
decision, and switch to another element or path as a replacement for a failed

P PSS P, Iy

c€iement or pd[ﬂ

Techniques related to each of these two classes are depicted in the simplified tree-

B 2Ly S re v Sva o 124 % SO O d 4

structure shown in F igure D-9.

~

Figure D-10 presents the basic redundancy technique based on design configuration.
Although not readxly apparent, redundancy does not lend itself to categonzauon cxcluswcly
by element complexity. The configurations acscnoed in m gure D-10 are more applicabie at

d to the equipmen haooiion of Tolian
the part or circuit level as opposed to the equipment level, not because of inherent
ll.mztauens vf the p..n.a.,!ar ce..f.gurano.. but rather to supporting factors such as cost,

The decision to use redundant design techniques must be based on a careful
analysxs of the trade-offs involved. Redundancy may be the only available method when
other techniques of improving reliability have been exhausted, or when methods of
equipment or part improvement are more costly than duplications. Its use may benefit

maintenance planning, since the existence of a redundant equipment can allow for repair

without system downtime. Occasionally, there are situations when equ uipments cannot be

mamta.med such as satellites. In such cases, redundant elements may prolong operating
time significantly.

.l

The appucauon of redundancy has penamcs It wiil increase wclght space,
b4 U S SRl . | S

complexity, cost, and time to design. In general, the reliability gain for additional

arre or nn 1 al * Ae
redundant elements decreases rapidly for additions beyond a few parallel elements. As

illustrated by Figure D-11 for simple parallel redundancy, there is a diminishing gain in
reliability as the number of redundant elements is increased. As shown for the simple
parallel case, the greatest gain achieved through addition of the first redundant elements is
equivalent to a 50 percent increase in the system MTBF. In addition to increased
maintenance costs for repair of the additional elements, reliability of certain redundant
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In its simplest terms, redundancy
consists of a simple parallel
combination of elements. If any
element fails open, identical
paths exist through parallel
redundant elements.

This technique is applied to
redundant logic sections, such

as Ay and A operating in parallel.
It is primarily used in computer
applications where A4 and A, can
be used in duplex or active
redundant modes or as a separate
element. An error detector at the
output of each logic section detects
noncoincident outputs and starts a
diagnostic routine to determine and
disable the faulty element.

A series connection of parallel redundant
elements provides protection against
shorts and opens. Direct short across the
network due to a single element shorting
is prevented by a redundant eiement in
series. An open across the network is
prevented by the paraiiei eiement.
Network (a) is usefui when the primary
eiement faiiure mode is open. Network
(b) is useful when the primary element
failure mode is short.

Enclosure (1) }
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Figure D-10 (cont.):

Decision can be built into the basic paralle!
redundant model by inputing olgnals from
parallel elements into a voter to compare
each signal with remaining signals. Vaid
decisions are made only i the number of

yeahd sloamante excoads tha failad slamants
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compilation and swnchmo network to switch
out or inhibit falled redundant elements.

Similar to majority voting. Redundant elements
are generally binary circuits. Out puts of the
binary elements are fed to switch-like gates
which perform the voting function. The gates
contain no comnonents whose failure would
cause the redundant circult to fail. Any

failures in the gate connector act as though

the binary element were at fault.

A particular redundant element of a parallel
configuration can be switched into an active

circuit by connecting outputs of each element
to switch poles. Two switching configurations
are possile.

1) The element may be isolated by the
switch until switching is completed and
power apified 10 the element in the
-AAAh-Lif'? -_‘_.Al‘_.

2) Al redundant elements are continuously
connected to the circuit and a single
redundant eleiment activated by switching
power o &.

2 o8t abf ol ol ndacmd il amacada

in this application, al feguUNGANt Units OpeTate
Iaium Whon a umf:i; nw‘il;! u'ih-o'ou
put transfers to the exit and remains there until
failure.

Redundancy Techniques

IV-D-26
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conﬁguratlons may actually be lcss This is due to the serial reliability of switching

omcr pcnpneral devices needed to implement the particular redundancy configuration (see

r'lguxc U"lU } e
The effectiveness of certain redundancy techniques (especially standby) can be

enhanced by repair. Standby redundancy allows repair - of the failed unit (while operauon

of the good unit continues umnterruptcd) by virtue of the switching function built into the

standby redundant configuration. The switchover function can readily provide an

indication that failure has occurred and operation is continuing on the alternate channel.

WAL ot Ot 20 af . J.Voie ln mmcanie nen sveismieveiea (33

With a positive failure indication, delays in repair are minimized. A further advantage of
switching is related to Built-In Test (BIT). BIT can be readily incorporated into a sensing
and switchover network for ease of maintenance

An illustration of the enhancement of redundancy with repair is shown in Figure D-
12. The achievement of increased reliability brought about by mcorporatmn of redundancy -
is dcpendcnt on cffcctJve isolation of redundant elemems 1somnon is necessary io prevent
failure effects from adversely impacting other parts of the redundant network. The
susceptibility of a particular redundant design to failure propagation may be assessed by

npplunohnn nf FMEA The narticular techniaues addressed in the nrevmm section on

MAVALAVILE UL 4 AVALi Be A1V PRI UVWEITL VWAL WD SRAS YOORs 232 2°% 1L VIUUY oUW

FMECA offer an effective method of identifying likely fault Drooaganon paths.
Interdependency is most successfully achieved through standby redundancy, as
represented by conﬁgurauons classified as decision with switching, where the redundant

P | ™_ L..--J e arzale tankhalaiian svviae

element is disconnected until a failure is sensed. Lesign Dased on such eCnniques must
provide protection against switching transients and consider effects of switching

Furthermore, care must be exercised to assure that reliability gains from redundancy
are not offset by increased failure rates due to switching devices, error detectors, and other
peripheral devices needed to implement the redundant configurations.
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